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ABSTRACT

When rendering virtual objects in a mixed reality application, it
is helpful to have access to an environment map that captures the
appearance of the scene from the perspective of the virtual object.
It is straightforward to render virtual objects into such maps, but
capturing and correctly rendering the real components of the scene
into the map is much more challenging. This information is often
recovered from physical light probes, such as reflective spheres or
fisheye cameras, placed at the location of the virtual object in the
scene. For many application areas, however, real light probes would
be intrusive or impractical.

Ideally, all of the information necessary to produce detailed en-
vironment maps could be captured using a single device. We intro-
duce a method using an RGBD camera and a small fisheye camera,
contained in a single unit, to create environment maps at any lo-
cation in an indoor scene. The method combines the output from
both cameras to correct for their limited field of view and the dis-
placement from the virtual object, producing complete environment
maps suitable for rendering the virtual content in real time. Our
method improves on previous probeless approaches by its ability to
recover high-frequency environment maps. We demonstrate how
this can be used to render virtual objects which shadow, reflect and
refract their environment convincingly.

Index Terms: H.5.1 [Multimedia Information Systems]: Ar-
tificial, augmented and virtual realities—Evaluation/methodology
1.3.7 [Three-Dimensional Graphics and Realism]:  Virtual
Reality—

1 INTRODUCTION

Ensuring that rendered virtual objects appear consistent with the
real world is an important goal in the field of mixed reality (MR).
Part of this involves rendering the virtual objects in such a way
that they appear to be illuminated by the world around them, by
reproducing effects such as shadowing, reflection and refraction.

Rendering these effects requires information about the lighting
environment, which is often captured using light probes. These
light probes may be objects with known geometry and material
properties, such as chrome or glass spheres. Alternatively, a camera
with a suitably wide field of view may be used. When such a probe
is placed at the location of the virtual objects, the information can
be used to light the virtual objects accurately.

However, there are applications where it may be impractical to
place physical light probes in the real scene. In a mobile see-
through AR app, for example, it would be preferable to use a sin-
gle, self-contained device, such as a phone, tablet or the Microsoft
Hololens. A variety of methods exist to capture lighting informa-
tion without the requirement to place separate physical light probes
in the real scene. Such methods, however, typically capture lighting
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in the form of point light source locations [40, 41, 42, 18, 11, 3] or
low-frequency spherical harmonic maps [38, 16, 15, 17]. These are
useful for illuminating virtual content with diffuse shading, but, un-
like physical light probes, cannot be used to render effects such as
mirror reflection and refraction of light. Other approaches [35] cap-
ture these higher frequencies, but require the whole environment to
be reconstructed as a preprocess, and cannot respond correctly to
subsequent changes in the real environment.

The method introduced in this paper attempts to recover full en-
vironment maps at the location of each virtual object, which can be
used to render these high-frequency effects. The method uses an
RGBD camera and a small fisheye camera, contained in the same
unit. An indoor, single room environment is assumed, and it is
assumed that rough geometry for this room is available (a 2D floor-
plan, the height of the ceiling, and the initial RGBD camera pose).
Both cameras are used to construct and update a detailed model of
the room, which can then be used to render the environment maps
at any place in the scene in real time. The 3D model of the scene
consists of a dense, detailed model of the surfaces around the vir-
tual objects, and a coarse model of the walls, ceiling and floor of
the room. Both are updated in real time, enabling the virtual ob-
jects to respond to changes in the environment. This division of
the real scene into distant and nearby components is similar to that
proposed by Debevec [8].

Figure 1: Image augmented with virtual reflective teapot, rendered
using the proposed system. Note the reflections of the nearby real
objects. No physical light probe was placed near the teapot.

Creating and updating this model is challenging. The main con-
tributions of this paper are as follows:

1. An efficient method for updating the texture of the coarse
model using the fisheye camera, whilst correctly handling oc-
clusions.

2. A method for responding to dramatic lighting changes in the
room, updating the whole model including regions not visible
to the camera pair.

3. A system which uses these data to produce accurate environ-
ment maps at desired locations in the real scene.

We demonstrate these contributions by implementing a real-time
AR system capable of rendering virtual objects with a variety of
material properties in a number of challenging environments. We
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also evaluate the system, comparing our results to those achievable
using the fisheye camera directly. Overall, the results suggest that
our approach can produce more accurate results and reduce visual
artefacts.

2 RELATED WORK

Existing work on capturing real-world lighting for augmented real-
ity can be roughly grouped into two categories. One uses physical
light probes of various forms to capture the necessary information.
The other attempts to recover the lighting by other means. In this
section, we review some of the existing work in these categories.
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Environment maps have long been used to simulate reflection from
virtual objects [4]. They have seen widespread use, particularly as
an efficient alternative to ray-tracing for simulating effects such as
refraction and mirror reflection [13].

Physical light probes are often used to obtain such environ-
ment maps. These can be classified into passive probes, such
as chrome spheres, and active probes, such as fisheye cameras.
Chrome spheres [19, 8, 12, 1, 27] can provide detailed reflection
information, which is useful for rendering specular and translucent
virtual objects. Other types of passive probes also exist, however,
including diffuse spheres [2], which provide useful information for
rendering Lambertian virtual objects. Calian et al. [7] presented
a novel probe design intended for directly capturing spherical har-
monics, for adding virtual content shaded using Precomputed Radi-
ance Transfer (PRT) [44]. Yao et al. [S0] demonstrated a method for
using arbitrary objects of known geometry as passive light probes.

Cameras with a wide field of view can be used as active
probes [24, 25]. They can also provide detailed, high-frequency
lighting information, and, unlike passive probes, do not need to re-
main in the camera’s field of view. Grosch et al. [14] made use of
this, placing a fisheye camera at the entrance to a room to measure
incoming light, and then simulating light transport within the room
to add virtual content. Rohmer et al. [39] demonstrated a technique
combining information from multiple fisheye cameras to collect de-
tailed lighting over a volume. Other active light probes have also
been developed, such as that of Matsuoka et al. [34], who used a
hemispherical array of photodiodes to find the dominant light di-
rection.

In the approach presented in this paper, all the data is captured by
the single hand-held unit. This provides an active light probe in the
form of the fisheye camera. However, the camera pair is typically
displaced from the virtual object, and can move arbitrarily as the
user moves the unit. One of the main challenges tackled by this
work is to make use of this incomplete information to produce a
useful virtual light probe at the virtual object’s location.

Light Probes for Augmented Reality

2.2 AR Lighting Without Probes

A wide variety of approaches exist that attempt to recover lighting
information for mixed reality applications without the use of phys-
ical light probes. Such methods typically attempt to recover some
information about the light in the real environment indirectly from
its effect on the image to be augmented. These approaches can be
categorised by the type of lighting model they attempt to fit to the
visible scene.

One class of approach fits a point-source model. In this case,
the application’s goal is to determine the locations and intensities
of one or more point sources in the real scene. For example, a
number of techniques [40, 41, 42, 18, 3] attempt to identify light
source directions by finding shadow boundaries in the real image,
and inferring the locations of the point sources casting them. Zheng
et al. [53] uses similar techniques to allow real objects to be ma-
nipulated in a static image, and to allow their shadows to change
consistently.
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Frahm et al. [11] present an alternative approach, using a hard-
ware setup somewhat similar to the one proposed in this paper.
They combine a television camera with an upward-facing fisheye
camera. In a precapture stage, the pair is moved through the scene,
and the fisheye camera is used to estimate the position of light
sources in the studio. These are then used for lighting virtual con-
tent via shadow mapping.

Another possible model type represents the incident light at the
point of interest as a linear combination of spherical basis func-
tions, with the Spherical Harmonic (SH) basis being commonly
used. These representations are typically appropriate for represent-
ing low-frequency lighting. Okabe et al. [38] introduced an inverse
illumination technique which also analysed shadows in order to
compute a SH representation of the low-frequency illumination in
the scene.

Karsch et al. [28, 29] use a combination of an environment map
and visible light sources to estimate illumination from a single im-
age. Since the problem of fitting the environment map is severely
under-constrained, samples are selected from a database of environ-
ment maps captured from similar real-world environments.

Gruber et al. [16, 15, 17] have presented a number of techniques
designed for rendering virtual content with consistent illumination,
using only the output of a single RGBD camera. These techniques
involve capturing a geometric model of the scene using Kinect Fu-
sion [21, 37]. The environment illumination and albedo of the scene
are then estimated using an inverse rendering approach. The light-
ing is captured in the form of spherical harmonics, which can then
be used to illuminate virtual content added to the scene. The ap-
proach can produce impressive results, but is limited to recovering
low frequency lighting.

Meilland et al. [35] presented an approach for probeless AR.
Their approach uses the output of an RGBD camera to construct
a dense 3D model of the environment. The auto-exposure feature
of the camera is enabled to allow detail to be captured in bright and
dark areas of the environment. The resulting HDR model is ren-
dered into cubemaps, and processed to find real light locations to
use for rendering shadow maps. The approach can produce impres-
sive results in static environments, but cannot respond correctly to
dynamic lighting changes outside the field of view of the RGBD
camera. Additionally, it requires the whole real environment to be
scanned using a narrow field of view RGBD camera, which can be
time-consuming.

Kan [23] introduced a method for capturing a HDR environment
map by projecting and aligning multiple images taken using a mo-
bile device, to form a single spherical image. They later showed
how this precaptured map could be used to illuminate virtual ob-
jects [26].

Whelan et al. [49] developed a method for reconstructing a scene
and detecting the locations of point light sources, using an RGBD
camera. This involves observing the locations of specular high-
lights over time, and applying geometric reasoning to find the 3D
location of the light sources which caused them.

In summary, the existing literature provides useful ways to es-
timate low-frequency lighting or point light source locations with-
out the use of physical light probes. This is suitable for rendering
diffuse virtual objects, but insufficient to render highly specular re-
flections. Methods also exist to recover high-frequency information
without probes, but these typically require a precapture step and do
not update in real time to reflect changes in the lighting environ-
ment. This work attempts to build on this by allowing the capture
of high-frequency, localised information in real time. This informa-
tion can be used to render a wider range of virtual materials.

3 SYSTEM OVERVIEW

This section contains an overview of the structure of the system,
and details of the hardware setup used.
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Figure 2: System overview flowchart. Inputs are shown in pink, inter-
mediate data in blue, and the output is shown in green.

Figure 3: Hardware setup used for the proposed method.

3.1

Figure 2 contains a flowchart, giving an overview of the presented
system. The inputs to the system (shown in pink) consist of RGB
and depth frames from the RGBD camera, fisheye images from the
upward-facing camera and rough geometry for the room (generated
from the floorplan as described in §4.1). The method produces as
output an environment map, rendered from the virtual object’s lo-
cation. This environment map can then be used to render one or
more virtual objects, as described in §4.8.

The coarse model geometry is generated as a preprocess, as the
application starts. The other stages are performed in real time, as
new frames arrive from the RGBD and fisheye cameras. A new
environment map is rendered at each frame, prior to rendering the
virtual object.

Data Flow

3.2 Hardware Setup

The hardware setup used in this system consisted of an Xtion Pro
Live RGBD camera attached to a small upward-facing camera by a
rigid bracket (Point Grey Chameleon3 CM3-U3-13Y3C-CS). The
upward-facing camera is equipped with a 182 degree fisheye lens
(Lensagon CF5M1414), as shown in figure 3. The device is in-
tended to be held by the user, with the RGBD camera facing for-
ward, and the fisheye camera facing upward. The colour output
of the RGBD camera is displayed to the user, augmented with the
virtual content.

Both of the cameras were calibrated. This involved calibrating
the cameras individually, in addition to finding the 6DoF transform
between the two cameras.

The RGBD camera was calibrated using the camera calibration
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app from MATLAB’s Computer Vision Toolbox [33], which was
applied to the RGB images. The camera used for this implementa-
tion was capable of automatically warping the depth image to cor-
respond to the RGB image, and the authors made use of this feature.

The fisheye camera was somewhat more complex to calibrate.
There are a range of camera models available for omnidirectional
cameras, and each model has advantages and disadvantages, in
terms of accuracy and computational complexity. Here, the camera
was first calibrated using the calibration method of Scaramuzza et
al. [43]. This provides a high-accuracy camera model, but it is also
unfortunately somewhat expensive to evaluate. For this reason, at
runtime, the images were processed so that they conformed to the
simpler model of Ying and Hu [51]. This undistortion stage was
performed efficiently using a precalculated look-up table (LUT).

Once both cameras were calibrated, the 6DoF transform con-
necting their camera poses was recovered. This was achieved by
finding point matches in the overlapping region in the images cap-
tured by the two cameras, and solving for the transform which
best aligned the matches, using the Levenberg-Marquardt algo-
rithm [31, 32].

4 SYSTEM DETAIL

This section covers each of the stages involved in the system in
greater detail.

4.1

The output of the fisheye camera cannot be used directly as an envi-
ronment map. This is due to the displacement between the camera
and the virtual objects, as well as its limited field of view - the cam-
era used by the authors captured a roughly hemispherical region.
One of the main goals of the software is to interpret the output of
both cameras, to synthesise an environment map at the location of
the virtual object.

In order to render the virtual environment maps, a geometric
model of the scene is created. This consists of two components.
The first is a dense 3D model generated using the RGBD data, cap-
turing the region directly around the virtual objects. The second
is a less-detailed, coarse model of the whole room. This is gener-
ated from the rough geometry of the room, which is assumed to be
known a priori; the floorplan of the room (a 2D polygon) and the
height of the ceiling. From this information, the vertices, indices
and texture coordinates of the coarse model are generated automat-
ically.

It is assumed that the system is used indoors, within a room.
This was felt to be a reasonable assumption, as this corresponds to
the typical use case for the system, and it is not generally possible
to use current RGBD cameras outdoors. For outdoor scenes, other
environment models could be developed.

For the examples in this paper, in order to simplify the imple-
mentation, the floorplan and ceiling height were measured by hand.
In an end-user application, however, this information could be ob-
tained using the output of the camera pair, for example by applying
the method of Cabral and Furukawa [6] to a suitable image cap-
tured by the fisheye camera. Alternatively, a SLAM technique such
as LSD-SLAM could be employed. Whilst 3D reconstruction us-
ing the depth camera would also be possible, it would be more time
consuming due to the narrow field of view of the depth sensor, and
in practice was found to be challenging due to loss of tracking on
flat featureless walls.

Initialising the Coarse Model

4.2 Dense SLAM

The dense SLAM stage takes RGB and depth frames as input, and
uses these to construct a detailed colour model of the region around
the virtual content. Additionally, the SLAM process provides an



estimated transform for the RGBD camera. Using the known trans-
form between the cameras (see §3.2), the pose of the fisheye camera
can also be estimated.

The dense SLAM algorithm used in this implementation was In-
finiTAM [22]. InfiniTAM was selected primarily for its efficiency,
but other RGBD reconstruction methods could also be used, such
as ElasticFusion [48] or the parametric surface approach of Thomas
and Sugimoto [47].

4.3 Updating the Coarse Model Texture

As each new frame is captured by the fisheye camera, it is used to
update the texture of the coarse model of the whole room. This is
achieved efficiently by making use of graphics hardware.

First, the current location of the fisheye camera is determined
using the position of the RGBD camera, and the known transform
between the two cameras. The RGBD and fisheye cameras are not
synchronised, however, and may capture frames at different times.
We correct for this, estimating the RGBD pose at the instant the
fisheye frame was captured, and using this pose estimate to find
the correct fisheye pose. This is achieved by linearly interpolating,
using the two most recent RGBD poses, and the times at which
the images were captured. The rotational components of the trans-
forms are interpolated by converting to quaternion form and apply-
ing spherical linear interpolation.

Second, a fragment shader is applied to each texel of the coarse
room texture. This identifies the position in world space that the
texel corresponds to, projects it into the fisheye camera image, and,
providing the image location is valid (i.e. the point is not behind
the camera), samples the fisheye image and renders the result to the
texel.

This procedure is efficient, but does not account for the possi-
bility of occlusions, in the event that the coarse room model is not
convex (the middle left image in figure 4 shows an example of such
a non-convex floorplan). The process used to handle occlusion is
detailed in the following section.

4.4 Handling Occlusion in the Coarse Model

Determining which parts of the coarse model texture are currently
visible to the fisheye camera is potentially a challenging problem
to solve in real time. A naive approach might involve casting a ray
from the camera location to each texel, but due to the large number
of texels to be processed this would be prohibitively slow. However,
we can exploit the structure of the model to simplify this task. Since
the model is a right prism, it suffices to determine which parts of the
2D floorplan are occluded.

Finding which parts of a polygon are visible from a given view-
point is a well-studied problem in the literature, and very efficient
approaches are available. For this implementation, the implementa-
tion of Bungiu et al. [5] from the CGAL library [46] was used. The
visible region is referred to as a visibility polygon.

Once the polygon has been determined, it is then used to generate
a mesh in the texture space of the coarse model, which is rendered
using the graphics hardware to generate a binary occlusion mask
efficiently. This mask indicates which texels are potentially visible
to the fisheye camera, and is used during the coarse model update
step (§4.3).

Figure 4 shows an example. Here, the real environment consists
of two rooms, partly separated by a partition, as can be seen in
the panoramic image and floorplan. The example is taken from the
first frame of the sequence. A 2D visibility polygon is computed
from the floorplan, based on the fisheye camera’s location (shown
as a blue frustum). This is then converted into the binary occlusion
mask for the 3D coarse room model. Finally, the coarse model
texture is updated with the reprojected fisheye camera image. Only
visible components are updated - the rest of the texture is filled in
using the inpainting approach described in §4.5.
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Figure 4: An example of occlusion handling when updating the
coarse model. Top: Panoramic image of two rooms, partly sepa-
rated by a partition (centre of image). Middle left: floorplan of rooms
and partition. Middle right: 2D visibility polygon. Bottom Left: 3D
coarse model, textured with visibility mask. Bottom middle: Frame
from fisheye camera (undistorted) Bottom right: Coarse model, up-
dated with this fisheye camera image. In all examples, the poses
of the fisheye and RGBD cameras are indicated by blue and green
frustra, respectively.

In many cases, the coarse model is in fact convex (i.e. the floor-
plan is a convex polygon). In these cases, this occlusion testing
step is not necessary, as the coarse model cannot occlude itself, and
it can be skipped for added efficiency.

4.5 Completing Missing Regions of the Texture

At a given time, some parts of the coarse model texture may not
yet have been observed by the fisheye camera. This may be due
to the camera only having seen the upper hemisphere of the room,
or also due to occlusions, if the coarse model is not convex. In
order to complete the missing regions of the texture, an inpainting
approach [45] is applied. One advantage of this approach is its
speed, which enables it to be reapplied incrementally at runtime as
more of the room is observed, keeping the room texture consistent.
A binary inpainting mask is used to indicate which texels have been
updated with real data, ensuring that the inpainting is only applied
to areas which have never been observed.

Inpainting is generally applied to the walls, ceiling and floor sep-
arately, as they are typically of different colours. An exception to
this is made in situations where the floor has not yet been observed
by the fisheye camera. In this case, the inpainting process prop-
agates data to the floor from the surrounding walls to provide a
plausible initial texture.

Figure 5 demonstrates the effect of this inpainting process on the
first frame of a sequence. Here, in the example without inpainting,
much of the coarse model has not yet been observed. The texture
was initialised to a neutral grey colour, which is visible in the re-
flection from the virtual teapot. In the example with inpainting, the
walls and floor have been inpainted, resulting in a more plausible
reflection from the virtual teapot.



Figure 5: Scene containing a virtual teapot, with and without inpaint-
ing applied. Top: augmented image (with inpainting). Middle: view
of coarse model and closeup of teapot, without inpainting. Bottom:
view of coarse model and closeup of teapot (with inpainting).

4.6 Reacting to Large-Scale Lighting Changes

Changes in the lighting environment, such as lights turning on or
off, or curtains being opened, have a global effect on the appear-
ance of the room. The fisheye camera is able to observe a large
portion of the room, and can update areas in its field of view in real
time. Regions not currently visible to the camera are not updated by
the system described above, however. If the room becomes dramat-
ically brighter or darker, this can lead to noticeable artefacts. These
typically take the form of sudden lighting changes across the coarse
model texture, as shown in figure 6.

An efficient method was developed to address these problems.
At each frame, before integrating the fisheye frame into the coarse
model texture, a global illumination change A is estimated. This
RGB colour value is an estimate of the average intensity change
over the coarse model texture, relative to the previous frame. This
is computed as part of the coarse model update step.

For each coarse model texel to be updated with new data from
the fisheye camera, the intensity difference between the current and
new pixel values is calculated. The mean of these differences A is
then found. When calculating the mean, parts of the coarse model
which have not yet been updated with real data are excluded. These
areas will contain inpainted texels, which do not necessarily reflect
the true appearance of the room. To identify these pixels, the binary
inpainting mask is used (see §4.5). Saturated and black pixels are
also avoided, as their true brightness is unknown. More precisely:

_ Leerv(®) - (F(f(1)) =T (1))

A
Yierv(t)

Here, T is the coarse model texture, and ¢ a texel location. F
is the fisheye image, and f is a function taking texel locations in
the coarse model to the corresponding pixel locations in the fisheye
image. v is a validity delta function, defined as follows:
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Figure 6: Example of adjusting to a change in lighting conditions.
Above: Image with ceiling light turned off. Middle: Image after ceil-
ing light has been turned on, without lighting change estimation, and
closeup of virtual sphere. Below: Image after ceiling light has been
turned on, with lighting change estimation, and closeup of virtual
sphere.

if ¢ is visible to fisheye camera
and T'(¢) is not saturated/black

1
v(it)=< ’  and F(f(t)) is not saturated/black
and ¢ has been directly observed
0, otherwise

This change A is added to all texels in the coarse model which
were not updated with new data from the fisheye camera. This has
the effect of propagating changes in lighting to these texels, ensur-
ing the coarse model appears to be of a consistent brightness. A is
also used to adjust the appearance of the dense model when render-
ing the cubemap.

An example is shown in figure 6. Here, a ceiling light was turned
on, increasing the brightness of the room. In the middle example,
without lighting change estimation, the lower half of the reflected
scene (i.e. the sewing machine, table and box) has not changed,
and now appears too dark. In the lower example, the change in
illumination was accounted for and the brightness and colour of the
lower half of the sphere appear more consistent.

This approach uses a simplified ambient lighting model. In real-
ity, light transport through the scene is much more complex. This
approximation is efficient, however, and helped to reduce visible
brightness inconsistencies in the environment maps.

4.7 Rendering the Environment Maps

The virtual environment maps are then rendered, using the coarse
and dense models. One environment map is rendered from the per-



spective of each virtual object. Each environment map is rendered
in the form of a cube map, which can then be used directly by the
graphics hardware.

First, the textured coarse model is efficiently rendered to the
cubemap, using the graphics hardware (each face of the cube is
rendered in turn). Secondly, the dense model captured using Infini-
TAM is rendered. The dense model is rendered on top of the coarse
model (i.e. without depth testing).

This approach was chosen because the dense model is typically
closer to the virtual object than the coarse model. Additionally, in
cases where the dense SLAM captures geometry already present in
the coarse model (i.e. a wall, ceiling or floor) this ensures the ver-
sion from the dense model is visible. This provides improved re-
sults, as the dense model typically has more geometric and texture
detail. The dense model is rendered using the GPU-based raycast-
ing procedures in InfiniTAM.

Although the examples shown in this paper involve a single vir-
tual object, if others were present, they could also be rendered into
the cubemap at this stage, allowing the environment map to capture
the complete mixed reality scene.

4.8 Rendering the Virtual Objects

Environment maps provide much richer information about the light-
ing environment around a virtual object than simpler real-time
lighting models such as point and directional lights. Although orig-
inally developed to produce mirror reflection [13], they can be used
to simulate a wide variety of virtual materials. Some examples were
implemented below, to demonstrate the capabilities of the proposed
system.

Environment maps can be used to produce convincing refraction
effects, an example of which is shown in figure 7. The top example
shows simulation of refraction through a bottle of water. The lower
two examples show an example of rendering a metallic teapot, sim-
ulating material colour and surface roughness. Surface roughness
can be simulated by either combining suitable environment map
samples, or by applying a filter to the environment map [36] (or
both [30]). The examples shown here simply sample from coarser
mipmap levels, which has a similar effect.

Environment maps are not limited to rendering specular virtual
objects. They can also be used to render diffuse objects - for exam-
ple by approximating the environment map using directional lights,
via importance sampling. They can also be projected into an SH
representation, and used as input to PRT rendering [44], as shown
in figure 7, middle. In all the examples shown in this paper, diffuse
shadowed PRT is used, with 5 bands of SH (i.e. 25 coefficients).

The implementation of PRT used here also renders a contact
shadow onto the table, using differential rendering [8]. Rough real
geometry is required for this when precomputing. Here a plane is
used, implicitly assuming that the virtual object is placed on top of
a locally planar real surface at runtime. This is a common scenario,
as realistic virtual objects are typically placed on tables, floors etc..
This allows the virtual object to cast a convincing contact shadow.
Since the cubemap is updated and reprojected anew each frame, the
virtual object also responds in real time to lighting changes, such as
the ceiling light turning on in figure 7 above.

5 RESULTS

This section contains results of using the system in a typical setting.
Qualitative comparisons with a real reflective object and a simpler
baseline method are shown.

5.1

Figure 8 shows an example of the data captured when using the
application in a typical setting. The top and middle images show
views of the textured coarse model, and the estimated camera loca-
tions. The lower image shows a raycast of the dense model, from

Full Pipeline Results
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Figure 7: Examples of some of the other virtual objects that can be
simulated using environment maps. Top: Water bottle, simulating re-
fraction of the environment. Middle: Wooden mannequin, simulating
diffuse shadowing, reacts to a ceiling light being turned on. Bottom:
Metallic teapots, simulating different levels of surface roughness.

the viewpoint of the RGBD camera. The appearance of objects
near the virtual object (here, the sewing machine, table and box)
are captured in the dense model. The appearance of more distant
parts of the environment (e.g. walls, ceiling) are captured in the
coarse model.

Figure 9 shows an example environment map rendered using this
information. The cubemap is visualised as a net.

Figure 10 shows the final augmented image, containing a reflec-
tive virtual sphere.

It can be seen that often, the lower walls and floor of a room will
not be visible to the fisheye camera during typical use. However,
the surface under the inserted virtual objects, such as a table or
floor tends to be captured in the dense reconstruction, meaning that
a complete environment map can be produced.

5.2 Comparison to Physical Light Probe

In order to test the effectiveness of the approach, a qualitative com-
parison was performed between virtual and real reflective spheres.
The shadow cast by the virtual sphere was rendered using differ-
ential PRT, as described in section 4.8. In the examples shown,
the capture process was performed, and a virtual sphere rendered.
Afterwards, a real sphere of the same dimensions was placed in
the same location, and another image taken. The two images were
taken using the same camera pose, by attaching the camera to a
sturdy tripod. The results are shown in figure 11.

The two spheres appear quite similar - both the nearby objects
and the more distant components of the scene, such as the ceiling
lights, are reflected in the correct locations on the virtual sphere.
Like the real sphere, the virtual sphere also casts a shadow on the
table, and this shadow is reflected on the sphere. There are some
differences, particularly in the shadowed region under the sphere.
In the virtual example, the shadow is softer. This is partly a conse-
quence of the use of spherical harmonics (which can only represent
low-frequency illumination) and partly a consequence of the low



Figure 8: Coarse and dense models captured by the application, in
the room of a home. Top: Two views of the textured coarse model.
Locations of the RGBD and fisheye cameras are shown as blue
and green frustra, resepectively. Bottom: dense reconstruction (ray-
casted).

Figure 9: Environment cubemap produced by proposed approach.
Rendered using the coarse and dense models shown in figure 8.

dynamic range of the camera pair. The reflections on the lower
edge of the virtual sphere are also slightly incorrect, causing the
thin bright band on the lower edge of the virtual sphere. This is
a consequence of using an environment cubemap, which was ren-
dered from the centre of the sphere.

Additionally, the dense model has not yet fully captured the
nearby real scene, so some parts of the table are missing in the
reflection. Finally, the reflections on the real sphere are slightly
blurred, due to the limited dynamic range and focal depth of the
camera, as well as the imperfect surface of the real sphere.

Figure 12 shows a challenging situation for this system. In the
middle image, taken as the application started, the purple side of
the box, to the right of the sphere is not reflected. This is because
the RGBD camera did not obtain depth values for this side of the
box, and it was not added to the dense reconstruction. The lower
image shows an example after the camera has been moved to the
left: the side of the box facing the sphere is now visible, and is
reflected properly. As the dense model becomes more complete,
the environment maps generated become gradually more accurate,
as can be seen in the bottom image.
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Figure 10: Image augmented with virtual sphere, rendered using the
environment map from figure 9.

5.3 Baseline Approach

The approach was also compared to a simpler baseline approach,
without the coarse model approach proposed here. This approach
renders the fisheye image into the virtual object’s environment map
each frame, after applying a rotation based on the current fisheye
camera pose. The environment map is not cleared after each frame,
allowing it to build up as more of the room is observed. This ap-
proach implicitly assumes that the environment observed by the
fisheye camera is distant from the object, and does not account for
the translation between the virtual object and the camera pair. Ex-
ample frames from this comparison are shown in figure 13.

These frames were taken from the end of a short sequence dur-
ing which the camera was moved around the virtual content. Even
so, one can see that the environment map generated by the baseline
approach is still very incomplete, due to the lack of inpainting and
dense modelling. The lower half of the cubemap has yet to be ob-
served, the geometry is incorrect (for example, the window is too
large) and the reflections of the sewing machine, chest and table are
not present. An example is also shown with the dense reconstruc-
tion added. This is an improvement, but there are still incomplete
regions, and the reflections of distant objects are still geometrically
inaccurate.

5.4 Timing Analysis

In order to assess the performance characteristics of the approach,
the application was executed, and the tasks involved in rendering
a single frame were individually timed. The input sequence was
taken from the rooms shown in figure 4. The virtual object rendered
was the teapot from figure 1.

The timings shown were obtained on the CPU, however, many
components of the system execute on the GPU. In order to ob-
tain meaningful timings, the GPU was explicitly synchronised after
each of these stages. These timings were taken on a desktop PC,
using an Intel i7-4970 CPU and an Nvidia GTX 1080 GPU.

Table 1 contains the results. Note that, for simplicity, the less
time-consuming stages were combined into the “Other” category.
The main component of this is swapping the framebuffers (includ-
ing vsync). This frame completed in 47.42ms, corresponding to a
framerate of 21.1fps.

The brightness estimation stage is the most time-consuming
stage. The current implementation of this involves rendering a dif-
ference image, and summing it serially on the CPU. The perfor-
mance could be improved significantly by parallelising or moving
to the GPU. It could be further optimised by sparsely sampling,



Figure 11: Comparison between a virtual reflective sphere and a real
chrome sphere. Top: virtual sphere. Bottom: real sphere.

Task Time (ms) | Percentage

SLAM Update 3.16 6.7
Undistort fisheye image 8.55 18.0
Upload images to GPU 0.84 1.8
Render occlusion mask 0.61 1.3
Estimate brightness 21.37 45.1
Update coarse model 0.29 0.6
Render cubemap (coarse model) 0.91 1.9
Render cubemap (dense model) 7.46 15.7
Project cubemap to SH 0.38 0.8
Render scene 0.228 0.5
Other 3.61 7.6

Total 47.42 100.0

Table 1: Timing breakdown of a typical frame rendered by the appli-
cation.

rather than using all pixels in the coarse model texture. The undis-
tortion and SH projection stages are also currently implemented se-
rially on the CPU, and could benefit from a parallel GPU imple-
mentation.

Rendering the dense model component of the cubemap is also
quite time-consuming. Whilst rendering the coarse model just in-
volves rendering a textured mesh, adding the dense reconstruction
requires a costly colour raycast of the InfiniTAM volume. This
performance of this stage also depended heavily on the cubemap
resolution; in this example, with 256x256 cubemap faces, it was
relatively fast. At higher resolutions, it consumed over 50% of the
total time.

6 CONCLUSION

In this paper, a system was presented to synthesise environment
maps for virtual objects in indoor mixed reality applications. The
approach used a single, self-contained device containing two cam-
eras. These were used to render reflective virtual objects, and the
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Figure 12: Example scenario where surfaces are not initially visi-
ble to the RGBD camera. Top: Image of scene with real reflective
sphere, for comparison. Middle: AR image with virtual sphere, on
first frame of sequence. Bottom: AR image after moving camera,
exposing more of the real scene to the RGBD camera.

Figure 13: Comparison of the proposed approach with a simpler,
baseline approach. The sequence used is the same as that used in
figures 8, 9 and 10. Top left: AR Image, using baseline approach.
Top right: Environment map, using baseline approach. Bottom left:
Closeup of virtual sphere, using baseline approach. Bottom mid-
dle: Closeup of virtual sphere, using baseline approach with dense
reconstruction. Bottom right: Closeup of virtual sphere, using our
approach.



results were compared qualitatively to real mirror surfaces. The
system was shown to be able to produce detailed environment maps,
which could be used to render virtual objects with high-frequency
lighting effects such as reflection and refraction.

Since the coarse model updating and environment map rendering
take place in real time, the presented approach can handle a number
of dynamic changes. Changes in the surrounding environment such
as a video playing on a nearby television screen, a change in the
weather outside or a person walking past can be handled correctly.
The virtual objects are also capable of changing their position ar-
bitrarily within the real scene. This opens up new possibilities for
more dynamic and engaging mixed reality content.

The approach presented here focused on using camera tracking
and 3D reconstrution to solve the geometric issues involved in gen-
erating environment maps using our hardware setup. Future work
might also aim for photometric accuracy, possibly using high dy-
namic range techniques to capture the full dynamic range of the
environment. This would help to reduce artefacts such as the ex-
cessively soft shadow in figure 11, and allow for more accurate
rendering of diffuse virtual objects. The brightness change com-
pensation stage could also be improved by using a more complete
light transport model, to produce more accurate results.

In this paper, the reconstructions generated were used to gener-
ate environment maps. These are efficient to render, but are not
strictly geometrically accurate, unless the surrounding real scene
is sufficiently distant from the virtual object. It would be possible
to use a more advanced approach, such as reflection mapping with
parallax [52] or multi-perspective rendering [20], to provide more
realistic results. Alternatively, the coarse and dense models could
be used as input to other rendering techniques such as ray-tracing.

Environment maps also perform poorly when rendering flat, pla-
nar surfaces. When such a virtual object is to be rendered, it would
be preferable to render the reflection using a camera placed at the
reflected (virtual) viewpoint [9]. This could be added to enable the
system to render a wider variety of objects

There are also ways in which the system presented here could
be enhanced, to improve ease of use. For example, by generating
the coarse model automatically, or by using the fisheye camera or a
small inertial measurement unit to improve camera tracking.

The dense model only contains surfaces observed by the RGBD
camera. If the user does not capture enough of the region around the
virtual objects, incomplete parts of the dense model may be visible
in the environment maps (see fig. 12). A completion method such
as [10] could be added to address this problem.

We believe that the incorporation of omnidirectional cameras
into future MR devices such as handhelds or head-mounted dis-
plays is quite practical at relatively low expense. We thus believe
that the extra information they provide can be key to making more
visually convincing virtual content for mixed reality.
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